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1. The PGE technique 

The Population Growth Estimation 
(PGE) technique has been employed in many 
countries either to estimate fertility, 
mortality, and natural increase where 
these key demographic variables are not 
reliably known (e.g., India, Liberia, 
Pakistan, Thailand, and Turkey) or to 
estimate the completeness of the civil 
registration system (e.g., Canada, Chile, 
Commonwealth West Indies, Tunisia, USSR, 
and the United States). 

Nearly all of the work on the PGE 
technique has proceeded as if it were a 
technique unique to demography. Actu- 
ally, an identical procedure has been 
used in a number of studies of response 
error in a variety of fields. Moreover, 
it is also closely related to the "cap- 
ture- tag- recapture" technique used in es- 
timating the abundance of animal popula- 
tions. Note that in the capture- tag -re- 
capture technique one estimates popula- 
tion size. In PGE studies we estimate 
live births and deaths -- the two compo- 
nents of natural increase -- while pop- 
ulation size is usually measured by some 
form of direct enumeration.1/ Even more 
broadly, the PGE procedure is related to 
any situation where a statistic, known to 
be incomplete, is adjusted by a ratio re- 
flecting the estimated completeness of 
the statistic. 

As used in vital statistics estima- 
tion, the PGE technique involves (1) col- 
lection of reports of vital events by two 
quasi- independent data -gathering proce- 
dures; (2) case -by -case matching of the 
reports from these two systems; and (3) 
the preparation of an estimate of the 
number of events adjusted for omissions 
or of the relative completeness of either 
system on the basis of the obtained 
matched rates.?/ 

Specifically, Ñ, the PGE estimate of 
the total number of births or deaths oc- 
curring in a given area during a given 
time period, can be expressed as 

= [la] 

or 
N M + U2+ 

U 
1 
U 

2 

where 

M 
[lb] 

N1= M + U1= total number of births 
or deaths in source 1; 

M + U2- total number of source 
2 reports; 

M = number of reports in each 
source identified (by some 
matching procedure) as refer- 
ring to the same event, i.e., 
the number- of matches; 
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U1= number of source 1 reports 
identified as referring to 
events not reported in source 
2; and 

U2= number of source 2 reports 
identified as referring to 
events not reported in source 
1. 

Equations la and lb yield identical 
estimates of N. The latter equation was 
given by Chandrasekaran and Deming in 
their 1949 article [1] which recommended 
the use of this approach in countries 
lacking adequate vital registration data. 

One may also form an estimate of the 
completeness of either source 1 or source 
2. Using equation la, we have for the 
estimated completeness of source 1 

N1 M 

Ñ [2] 

Equation 2 has been used in a number of 
countries, starting with Canada in 1931, 
to estimate the completeness of civil 
registration. 

As presented in equations 1 and 2 

these estimates refer to sources which 
attempt to gather all the events occur- 
ring in the area under study. For exam- 
ple, infants enumerated in a census may 
be searched for in a civil registration 
system and the completeness of the latter 
may be estimated using equation 2. How- 
ever, one may also restrict the collec- 
tion of reports to a probability sample 
in either or both systems. The only re- 
striction to the use of sampling unique 
to PGE estimation is that the samples 
used in each source must be identical or 
one must be a subsample of the other. If 
sampling is employed, equations given 
earlier can be rewritten in terms 
of the sample estimates. The expected 
value of the estimate is not changed by 
the use of sampling, i.e., E(Ñ) = E(n), 
but its variance is usually larger.î/ 

Furthermore, these equations are 
quite general as to the method of data 
collection to be used. In practice, be- 
cause the PGE estimate assumes that the 
probability of an event reported by one 
source is independent of its being re- 
ported in the other source, one tries to 
employ two methods of data collection as 
dissimilar as possible. This frequently 
leads to the use of some type of registra- 
tion approach in one source, i.e., an ef- 
fort to obtain reports of events as they 
occur, and some form of survey approach 
in the other source. The survey approach 
collects reports of events either by ask- 
ing about events retrospectively or, in 
multi -round surveys, by obtaining a par- 
tial count of events by accounting for 



changes in the household composition re- 
corded in consecutive survey enumera- 
tions.A/ 

This, in brief, is the PGE tech- 
nique. Before trying to examine its 
strengths and limitations, let us look 
quickly at some of the possible alter- 
natives. 

2. Alternative approaches 

Faced with the problem of using and 
interpreting those statistics of demo- 
graphic change which, in Morgernstern's 
language, "simply accrue without any 
overall design or plan" [8] -- for exam- 
ple, most census or civil registration 
data -- demographers have tried three 
basic approaches: they made use of the 
available statistics, they tried to im- 
prove the methods of data collection, or 
they introduced new techniques for the 
analysis of data. 

The first of these alternatives -- 
the uncritical use of whatever statistics 
are available -- continues to be a source 
of mininformation to the policy maker and 
confusion to the social scientist. Cer- 
tainly policy makers and social scien- 
tists will not stop their activities until 
"good" data become available. Statisti- 
cians should respond to data requests 
from such sources as constructively as 
possible, attempting to guide the unin- 
formed user so as to avoid the pitfalls 
of flawed data. However, not all of the 
requests for poor data come from unin- 
formed users. The practice of various 
international statistical offices of re- 
questing from each country, and then pub- 
lishing, a single estimate for a long 
list of fertility and mortality variables 
is a powerful force influencing both pro- 
ducers and consumers of demographic 
statistics to act as if all such esti- 
mates were of equal substantive value. 

Improvements in data collection 
techniques and methods of data analysis 
may be interrelated. However, reliance 
has often been placed on either alone to 
do the job. Thus, efforts are often made 
to improve questionnaire wording, train- 
ing, and supervision so as to improve 
demographic estimates in censuses or 
household surveys. (The enormity of the 
task of improving civil registration has 
usually discouraged any attempts to im- 
prove this source.) In addition, more 
radical approaches have been tried: 
dual collection, pregnancy history, chem- 
ical pregnancy tests, randomized re- 
sponse, Sirkin's multiple respondent 
approach, etc. 

Approaches involving improved data 
analysis -- which I shall refer to col- 
lectively as demographic analysis -- at- 
tempt to adjust deficient data on the 
basis of assumptions either about the 
nature of the population being studied 
(e.g., stable population analysis), or 
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about the regularity of reporting errors 
(e.g., Brass fertility estimates, Som's 
recall lapse adjustments, and the Grabill - 
Cho method of estimating fertility from 
census data on own children), or both 
(e.g., Brass childhood mortality esti- 
mates). Some of these estimates are 
described in some detail in U.N. Manual 
IV [12] and in the papers by Page, 
Cho, and Zechariah presented at this 
session. 

3. Choosing between alternatives 

It is clear that a number of differ- 
ent methods for measuring demographic 
change exist. A decision to use one par- 
ticular method should be based on a ra- 
tional review of the alternative methods. 
This review should be based on a close 
look at the actual data needs and the re- 
sources available to carry out the meas- 
urements, rather than on one or more ab- 
stract imperatives. Three factors are 
needed to keep the review from being 
merely a formal exercise buttressing our 
methodological prejudices. They are: (1) 

comparable experience in the use of al- 
ternative methods; (2) specification of 
the measurement problem and the available 
resources; and (3) specification of one 
or more standards by which the choice is 
to be made. 

Full knowledge about previous expe- 
rience is required if we are to avoid 
past mistakes and benefit from past suc- 
cesses. The need for specification is of 
critical importance if we are to go be- 
yond our preconceived notions. In brief, 
then, the need is for appropriate spec- 
ification of the measurement problem and 
relevant knowledge about the means for 
its solution. 

At this point let me specify five 
criteria for assessing the adequacy of 
basic demographic estimates such as the 
population growth rate, the crude birth 
rate, and the crude death rate: (1) ac- 
curacy, (2) timeliness, (3) detail, (4) 

user confidence, and (5) the cost of pro- 
ducing the estimate. 

Also, let me quickly add that we do 
not have the techniques or the experience 
to apply these criteria to the alter- 
native estimation procedures and come up 
with an unambiguous answer as to which 
procedure is preferable in a specific 
case. However, it is helpful to review 
what we do know, or think we know, about 
the various procedures available to us in 
terms of these criteria. Such a review 
may also help to define the criteria 
somewhat. 

4. Costs of production 

One of the truisms about PGE esti- 
mates is that they are more expensive to 
produce single -system estimates. Let 
us leave aside for a moment that cost in 



the abstract, without reference to value 
received (in this case some mix of accu- 
racy, confidence, detail, and time- 
liness), has little meaning, and compare 
the budget of a PGE study with that of a 

household survey. 
Unfortunately, the analysis of cost 

information about data collection and 
analysis is an undeveloped science. The 
problem is threefold: (a) lack of in- 
terest, since the size of budget and the 
type study are often decided independ- 
ently of each other; (b) lack of informa- 
tion on study costs, particularly for 
studies conducted in the developing 
world; and (c) the complexity of any 
equation that attempts to describe fully 
the costs of various components of the 
data production process.5/ 

As soon as oáe tries to list all 
the factors that can affect study costs 
one quickly becomes discouraged by the 
length and varied nature of such a 
list. After a largely fruitless search 
of the literature on this topic for a 
scheme, or a methodology, or a nota- 
tion, or a something that would both 
simplify the cost picture and yet 
preserve those features needed to con- 
trast the costs of a single system 
measurement effort with those of a 

PGE study, I gave up.ó/ All of this 
by way of introduction to the in- 

elegance of table 1 which is an un- 
imaginative listing of all the types 
of activities that go into a PGE and 
a single- system study. Despite its 
awkward notation, I think the cost 
picture revealed by the table is 
helpful. If nothing else, it mgy 
stimulate others to do better.1.' 

First let me explain the notation 
used in table 1. Annual aggregate costs 
are indicated by upper -case "C's ", while 
lower -case "c's" are used for unit costs. 
The first -level subscripts a, ß, y, and 
refer, respectively, to study activities 
associated with data collection, vital 
events processing, base population proc- 
essing, and presentation of study re- 
sults. The second -level subscripts refer 
to a particular phase within one of the 
four broad types of activities designated 
by the first -level subscripts. The prime 
symbol is used to distinguish costs asso- 
ciated with the second collection source 
in a PGE study from those associated with 
the first source. Similarly, p and p' 
refer to the proportion of vital event 
reports sent for field investigation in 
source 1 and source 2, respectively. The 
letter m refers to the number of clusters 
in the sample, n to the total number of 
persons in the sample, and to the mean 
number of persons per cluster. Assuming 
a crude birth rate of about 50 per 1,000 
and a crude death rate of about 20 per 
1,000, that some events go unreported, 
and that some out -of -scope events are re- 
ported, the maximum number of events re- 
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ported by each system is .07n (i.e., 50 
per 1,000 plus 20 per 1,000). 

The cost equations in table give 
the total cost of each type of activity 
(i.e., Ca, Cg, Cy, and CO in terms of 
the sample size (n), or the sample design 
(n and m), and the appropriate unit costs. 
Cost equations of this form permit one to 
assess directly the efficiency of a given 
sample design in terms of sampling error. 
Unfortunately, the equations in table 1 

make no explicit recognition of differ- 
ences between studies attributable to the 
timeliness, detail, or the accuracy of 
the estimates. Differences between 
studies involving these factors may be 
reflected indirectly in the unit costs of 
various phases of the study, as well as 
in the choice between single or dual col- 
lection. From the rightmost column of 
table 1, one can see that cost differ- 
ences are limited to data collection 
activities and certain phases of 
vital events processing. Clearly, the 
extent to which extra collection costs 
are associated with dual collection will 
depend on the costs of the two data gath- 
ering procedures used in the PGE study 
and the single- system collection proce- 
dure used as a standard. To facilitate 
cost comparisons we assume that the first 
source in the dual collection system is 
identical to the single system source and 
that the sample design remains constant. 
Thus, all the added collection costs are 
associated with the second source. 

Theoretically the data collection 
costs of the second source Cá can take on 
any value; but, in practice, Cá is usu- 
ally less than Ca that the ratio 1 + 

/Ca is almost always less than 2. For 
example, the second source may be the 
civil registration system, so that col- 
lection costs for the second source need 
cover only the cost of office sampling 
and, possibly, the transcription of rec- 
ords. Alternatively, as in the Turkish 
Demographic Survey, the second source 
also serves as the supervisory control 
for the first source. At a minimum, one 
of the sources may use an already existing 
infrastructure of statistical administra- 
tion (e.g., the same regional field of- 
fices). To my knowledge no PGE study yet 
undertaken has used two fully funded, new 
data collection sources. 

Another major determinant of data 
collection costs, given that source 1 is 
a household survey, is the frequency of 
survey rounds. If it is assumed that the 
aggregate annual data collection costs of 
source 1 in table 1, Ca, refers to a one - 
round household survey and that survey 
rounds are carried out annually in the 
single -system survey then the total annual 
cost for data collection activities in the 
single -system survey is rsCa. Assuming 
rp rounds are employed in the comparable 
survey conducted in a PGE study, then the 
data collection costs for this survey are 



Table 1 - Comparison of Cost Components for a Single- system Study and a PGE Study 

[Upper -case 'C' refers to an annual aggregate cost, lower -case 'c' to a unit 
cost; for assumptions used and details of notation, see footnotes and text.] 

Type of activity 1/ 
Single -system 

costs PGE study costs 

Ratio of PGE 
totalcosts to 
single -system 

costs 

Data - Collection -- total?/ Ca- m(cal+ tic ) Ca+ C' + (Cá /Ca) 

(1) Related to number of clusters mcal m(ca1+ c6.11) 1 + (cá1 
/cal) 

(2) Related to number of elements mñ(ca + cá ) 

2 
1 + /ca ) 

2 2 

Vital events processing -- totali/ cß5) 7/ 8/ 

(1) Prematching phase4/ 0 .07n(cß1+ cß1) 

(2) Matching phase 0 .07n(cßz+ 
z 
) 

(3) Field follow -ups/ 0 .07n(pcß3+ 

(4) Pretabulation phaseó/ .07ncß4 .07ncß4 1 

(5) Tabulation phase .07nc .07nc 1 

Base population processing -- total n(cY + ) C 1 
1 2 

(1) Pretabulation phaseó/ nc 
Y1 

nc 
Y1 

1 

(2) Tabulation phase nc 1 

Presentation of results -- total C6 C6 1 

All activities -- total C Ca+ Cß+ Cy+ C6 C Ca+ Cá+ Co 9/ 

+ CY+ Ca 

1/ Includes stated activity, plus proportional share of costs of supervision and over- 
heads. The cost analysis presented here makes no explicit recognition of expend- 
itures incurred to increase the accuracy, timeliness, or detail of the estimates. 

2/ It is assumed that collection costs are related to the number of clusters (m) and 
their mean size (ñ), rather than to the level of vital events. For simplicity, all 
collection costs are treated as if they were solely linear functions of m and B. 

3/ It is assumed that vital event processing costs are related to the number of birth 
and death reports obtained (i.e., a maximum of .07n). 

4/ Editing and other processing necessary to make the documents ready to matching. The 
matching is assumed to be done manually. 

5/ As a first approximation field follow -up costs are assumed to be related to the pro- 
portion of reports from each source (p or p') sent for follow -up. Follow -up costs 
will usually be described more accurately by + .07n(p + p')ca . 

6/ Editing, coding, and punching required for purposes of tabulation. 

7/ .07n (cß1+ 
l+ cß2+ +pcß9+ 

cß4+ cß5). 

C + 
03+ 

8/ Ratio 1 + 
cß5 

m(ca +cá )+n(ca +cá )+.07n(cß +co +pcß )+n(c +c )+ca 

9/ Ratio 
1 1 2 2 2 2 3 

mca1+ .07n(c04+ + n(cY1+ + 
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It follows that ratio of total 
costs for a PGE study to that for a 

single -system survey is approximately 

Ca 
rs 

or, if Ca is assumed to equal Cá, 

r +1 

[3] 

[4] 

In other words, if more than three survey 
rounds are contemplated per year (i.e., 
rs > 3) it is possible that meaningful 
savings in data collection costs can be 
achieved by reducing the number of sur- 
vey rounds and employing an appropriate 
dual collection procedure. 

The expense associated with matching 
and field follow -up is unique to a PGE 
study. Unless the unit costs of these 
operations are very high, the relatively 
small numbers of cases involved, .07n and 
(p + p').07n, suggest that the aggregate 
costs of these operations are only mod- 
erate compared to the total cost of a 
multi -round survey. Nevertheless, there 
is an urgent need for additional data on 
the costs of matching and field follow - 
up. 

To indicate some idea of the range 
of costs involved in demographic field 
studies in the developing world let me 
cite two figures. The annual cost of the 
Pakistan PGE study came to $6.50 per 
household. This estimate is based on ag- 
gregate cost data covering all aspects of 
the study and all sources of funding. 
In the Pakistan study data collection 
continued for four years and the sample 
involved some 20,000 households so that 
the impact of necessary overheads on the 
annual average is not large. The second 
figure comes from another country in the 
developing world where the cost of a 
27,000 household multi -round demographic 
survey extending over two years came to 
$16 per household per year. This costs 
estimate does not make any provision for 
the costs of tabulation or the presenta- 
tion of results. Another major differ- 
ence between these two cost figures is 
that personnel costs were quite low in 
Pakistan relative to those in the country 
in which the multi -round survey was con- 
ducted. 

5. User confidence 

In our real world of uncertainties 
and mistakes, user -decisions on confid- 
dence involve processes that are far from 
being either rational or accurate. In 
fact, there are many instances where the 
most "rational" procedures for deter- 
mining the confidence to be placed in a 
particular estimate are not the most 
accurate. 

Certainly the establishment of a 
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confidence interval around a crude birth 
rate estimate in order to reflect the un- 
certainties introduced by sampling is an 
objective and rational procedure. How- 
ever, most demographers would consider 
that the 1962 crude birth rate for rural 
India lay well outside the range of 32.6 
to 36.6 per 1,000, even though this is 
the 2a confidence interval of this esti- 
mate from the Indian National Sample Sur- 
vey [9]. The point here is the simple 
one that the probabilistically determined 
consequences of random errors are not the 
only factors which should affect the con- 
fidence we place in any demographic esti- 
mate. 

Though an ideal procedure for ascer- 
taining confidence is well beyond us, we 
might try to approximate some measure of 
this concept in terms of (a) the likely 
accuracy of a statistic given the various 
types of errors it may be subject to, and 
(b) the likelihood of these errors oc- 
curring. I realize that even this some- 
what loose and limited goal will be hard 
to achieve. Quite often it is the figure 
with no error statement attached on which 
the user places his greatest confidence. 
However, even if the policy makers are 
slow to heed technically sound assessments 
of data quality our fellow scientists 
should not be. 

6. Detail and timeliness 

I shall touch only briefly on 
the detail and the timeliness criteria 
as the paper by Louwes [5], deals ex- 
tensively with these two factors. De- 
tails may refer either to the types 
of variables covered (e.g., crude rates 
characteristic- specific rates, life 
table rates), or to the extent to which 
estimates are made for various analyt- 
ical or geographic subgroups. The 
effect of increased detail on the cost 
equations of table 1 varies somewhat with 
the type of detail under consideration. 
For example, added geographical detail 
generally will necessitate an increase in 
the number of clusters (m) and hence data 
collection costs, as well as increasing 
tabulation and data presentation costs.9/ 
On the other hand, increased analytical 
detail (e.g., obtaining estimates of fer- 
tility) often will have only a marginal 
impact on collection costs. However, 
beyond a certain point increased analyt- 
ical detail can also affect the cost and 
quality of the collection operation. 

While timeliness is usually thought 
of in terms of speed of production, fre- 
quency and regularity are also factors 
involved in the concept of timeliness. 
In general, there is a reciprocal rela- 
tionship between speed and detail as well 
as speed and accuracy. On the other hand, 
frequency of data collection, and to a 

lesser extent regularity, tend to be di- 
rectly related to accuracy. Similarly, 



Table 2 - Mean and Range of Approximate Intraclase Correlation 
Coefficients for Crude Birth and Death Rates, by 
Type of Cluster, for Six Specified Studies: 1950 -66. 

[For full qualifications, see sources cited. Values of 6 are approximate and are rounded to 3 places.] 

Type of cluster Number of 
domains 

1/ 

Mean 
population 

per 
cluster?/ 

Crude birth-rate Crude death rate 

Megn 
Rgnae of 6 

Mean 
Range of 

Low High Low High 

All Types 46 572 +.002 -.001 +.008 +.003 -.001 +.013 

Region and country 
Africa 33 333 +.002 -.001 +.008 +.003 -.001 +.013 

Cameroon, 1960 -65 23 356 +.001 -.001 1 +.010 
Chad, 1964 7 300 +.001 -.001 +.005 +.005 +.000 +.013 
Nigeria, 1965 -66 3 235 +.005 +.004 +.008 +.005 +.002 +.012 

Asia 13 +.002 +.000 +.005 +.002 -.001 +.006 
India, 1950 -52 5 +000 +.006 
Pakistan, 1964 -65 24/ 5,000 +.002 +.001 +.002 +.001 +.001 +.002 
Turkey, 1965 -66 7 501 +.003 +.001 +.005 +.001 -.001 +.002 

Type of residence 
Urban 6 498 +.002 +.001 +.005 +.001 -.001 +.005 
Rural 38 351 +.002 -.001 +.008 +.003 -.001 +.013 
Mixed 2 5,000 +.002 +.001 +.002 +.001 +.001 +.002 

Cluster sizes/ 
Under 300 11 275 +.001 -.001 +.008 +.005 +.001 +.013 
300 -349 19 323 +.002 -.001 +.005 +.003 -.001 +.009 
350 -649 12 457 +.003 +.000 +.005 +.001 -.001 +.010 
650 and over 4 2,917 +.002 +'.001 +.002 +.002 +.001 +.005 

1/ A domain is a group of clusters for which the intraclass correlation coefficient is 
separately available. Domains often correspond to sample strata. 

2/ Mean of average cluster size reported for each domain in original source. Cluster 
size shown is that prior to additional within -cluster sampling, if any. 

3/ Mean of unrounded intraclass correlation coefficients for specified number of domaine. 

4/ Each province is treated as a domain, with intraclass correlation coefficient based on the 
average survey and registration values for 1964 and 1965. 

5/ Reported mean population per cluster of each domain. 

Sources: 

(a) Cameroon: 

Scott, Christopher, "Vital Rate Surveys in Tropical Africa," in The Population of Tropical Africa, 
edited by J. Caldwell and C. Okonjo, London, 1968, Chapter 15, table 1, pages 164 -165. 

(b) Chad and Nigeria: 

Scott, Christopher and J.B. Coker, "Sample Design in Space and in Time for Vital Rate Surveys in 
Africa," paper presented at the International Union for the Scientific Study of Population, 
London, 1969, tables 1 and 2. For Nigeria, estimates are based on artificially constructed 
clusters of 50 consecutive household questionnaires completed by the same interviewer. 

(c) India, Pakistan, and Turkey: 

Intraclase correlation coefficients calculated from published variance estimates from the Mysore 
Population Study, the PGE Experiment in Pakistan, and the Turkish Demographic Survey, using 
Scott and Coker's binomial approximation. 
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the more detailed statistics one has 
available from a study the more confident 
one can usually be about assessing its 
quality. 

7. Accuracy 

Accuracy as used here is a synonym 
for data quality and is measured in terms 
of the difference between an estimate and 
the value one is trying to estimate. De- 
fined in this way the accuracy of an es- 
timate is affected by both random and 
nonrandom errors, whether arising in the 
collection, processing, estimation, or 
presentation process. 

The special sources of error unique 
to the PGE technique are: 

1. lack of independence between the 
two collection procedures which, except 
in rare circumstances, can lead to an 
underestimate of the number of events; 

2. use of matching criteria which 
fail to distinguish between reports re- 
ferring to different vital events, leading 
to erroneous matches and an underestimate 
of the number of events; and 

3. use of data in the matching 
process containing reporting or recording 
errors so that reports referring to the 
same event are not linked, resulting in 
erroneous nonmatches and an overestimate 
of the number of events. 

In addition, the existence of out - 
of -scope reports in one or both sources 
or the use of a deficient estimate of the 
base population can lead to an upward 
bias of the PGE vital rate estimates. 
However, these two sources of error also 
affect most types of single- system esti- 
mates. All of these sources of error in 
the PGE estimate are discussed in much 
greater depth in Seltzer and Adlakha 
L11], Marks [6], and Marks et al. [7]. 

The principal advantage of the PGE 
technique is that the PGE estimate is 
largely unaffected by the errors and the 
uncertainties encountered in the collec- 
tion phase of many single- system surveys 
and registration systems. Whether a 
single system is used to provide a vital 
rate estimate directly or is used as a 
source of data for demographic analysis, 
the amount of information available about 
the population being studied is limited 
to that obtained from the single source. 
Dual collection and matching by its very 
nature provides more information than is 
available from a single source. While 
the amount of information from a single 
source may be stretched by the use of 
suitable assumptions, the accuracy of the 
estimates made are then subject to both 
data errors and errors arising from the 
failure to meet the assumptions made. 

In addition to the sources of error 
listed above, most PGE estimates also 
subject to sampling variability...' Es- 
timates of sampling error from the Paki- 
stan PGE experiment indicate coefficients 
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of variation between 4 and 9 percent for 
the annual crude birth rate estimate, with 
values approximately twice this size for 
the crude death rate. Because PGE studies 
often involve some type of registration of 
vital events, clustering is often more 
pronounced than is traditionally employed 
in survey sampling. Clearly,we pay a price 
for this clustering as the estimates of 
intraclasa correlation coefficients pre- 
sented in table 2 indicate. 

Even with a as small as those shown 
in table 2, very large clusters will 
have a major impact on sampling variance; 
but sampling error is only one component 
of our accuracy criteria. Indeed; one 
might hypothesize that, in general, the 
smaller the cluster for a fixed budget and 
fixed total sample size, the larger would 
be nonsampling error. In other words, one 
supposes that a given supervisory effort 
is spread more thinly when the sample is 
based on a large number of small clusters 
than when an equal -size sample is composed 
of a smaller number of larger clusters. 

I know of no data available to test 
this hypothesis directly and even if the 
relationship is established in one in- 
stance, there is no guaranty that any ob- 
served relationship between cluster size 
and nonsampling error will remain constant 
from study to study. Nevertheless, the 
design implications are important enough 
that some effort to test this hypothesis 
should be made. 

I do not doubt that an intensive, 
well -run, single -visit retrospective sur- 
vey can come up with high -quality demo- 
graphic estimates. The problem is how can 
we rely on its accuracy in any given in- 
stance? The evidence is not encouraging. 
One study found a median 33 percent under- 
count of the number of births reported in 
one -time retrospective surveys relative to 
that of comparable dual collection esti- 
mates [10]. 

Finally, in attempting to improve the 
accuracy of any collection procedure we 
are caught in the dilemma of how much ef- 
fort to spend per household to better the 
quality of data collection versus how many 
households should be sampled; that is, the 
choice of allocating limited resources to 
reduce nonsampling or sampling errors. 
Basically, dual collection provides a 
highly effective means of spending more 
per household so as to concentrate on the 
reduction of nonsampling errors. 

8. Summary: effectiveness 

My objective in this paper has been 
to compare the relative effectiveness of 
the PGE technique with that of some alter- 
native procedures for obtaining estimates 
of basic demographic variables. Based on 
present knowledge, it is not possible to 
construct utility functions to this end 
that are both meaningful and rigorous.../ 
Neverthless, by specifying five factors 



(i.e., accuracy, timeliness, detail, user 
confidence, and cost) that might ulti- 
mately compose such a utility function 
and by examining alternative estimates in 
light of these factors I believe the goal 
of rigor has been advanced somewhat. At 
the same time, the introduction of expe- 
rience from actual studies has kept the 
discussion from wandering too far from 
reality. 

Unless the purposes for which demo- 
graphic estimates are prepared are also 
adequately specified the concept of ef- 
fectiveness has limited meaning no matter 
how rigorously this concept is defined. 
The question of proposed uses of demo- 
graphic data has not been dealt with 
explicitly in this paper. However, the 
range of possible uses for demographic 
estimates is broad enough to guarantee 
that no technique can be termed, "uni- 
versally most effective." 

Given this general limitation, the 
findings of this paper can be summarized 
in terms of the five criteria of effect- 
iveness as follows: 

1. Accuracy -- The PGE technique is 
as good as the best of the alternatives; 
nevertheless the precision of our meas- 
urement techniques is such that small 
year -to -year changes in fertility and 
mortality can not be measured accurately 
in countries without an effective civil 
registration system. 

2. Detail -- The PGE technique is 
as good as the best of the alternatives 
and, except in the case of historical 
data, provides more extensive detail than 
demographic analysis. 

3. Timeliness -- The PGE technique 
will usually provide estimates more slow- 
ly than a one -time retrospective survey, 
more quickly than the 6 to 7 year lag 
between the mid -decade reference point of 
an intercensal growth rate and the date 
that such a growth rate becomes available 
subsequent to the census, and at about 
the same time that a good -sized multi - 
round household survey produces com- 
parable estimates. 

4. User confidence -- The informed 
user will find the PGE technique far 
ahead of the other available alternatives 
with respect to the degree of confidence 
that can be placed in the estimates. 
The fact that the PGE technique provides 
a built -in self -evaluation device -- 
through dual collection and matching -- 
does not guarantee that PGE estimates 
will be correct, or that the user will 
realize that any given estimates are 
quite incorrect. There is with the PGE 
technique, however, a much greater like- 
lihood of realizing something has gone 
wrong, if it has, as well as of producing 
estimates that are moderately robust to 
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the variations in the quality of data 
collection. This is an important point 
because sharp variations in the quality 
of field work are frequently encountered 
where data collection experience is 

limited or where field conditions are 
particularly difficult. 

5. Costs -- In terms of cash outlay 
the PGE technique is usually, though not 
necessarily, more expensive than alter- 
native approaches using comparable -sized 
samples. Whether the additional cost is 
justified depends upon the uses to which 
the estimates will be put. However, the 
difference in cost between a multi -round 
survey and a PGE study is generally not 
that much, so that whenever a multi -round 
demographic survey is contemplated, very 
serious consideration should be given to 
conducting a PGE study. 

In order that we proceed beyond the 
tentative formulations of this paper we 
will need additional data on the costs, 
the accuracy, and the uses of various 
types of demographic estimates. There- 
fore, I would like to close with the 
request that statisticians concerned with 
demographic measurement increasingly turn 
their attention to identifying the costs, 
accuracy, and ultimate uses of the es- 
timates they produce. In this request I 

am merely echoing some of the recommenda- 
tions made two years ago by Ross Eckler 
[4] in his Presidential Address to this 
association. 

FOOTNOTES 

1/ However, see [3]. 

Estimating equations for use in a 
three -source PGE study have been given by 
Deming and Keyfitz [3] and, independently, 
for a k- source study by Das Gupta [2]. 
Because it will usually be more efficient 
to improve the quality and independence 
of two collection systems than to attempt 
to use a third collection procedure, this 
paper is confined to an examination of 
PGE studies using only two sources. 

If the completeness of a source using 
no sampling is very poor (say, less than 
50 percent) it may be desirable from a 
variance viewpoint to use a source with 
sampling and higher completeness. 

Unfortunately, not all events can be 
identified by examining changes from sur- 
vey round to round in the list of persons 
enumerated in the household. Particularly 
in countries where infant mortality is 
high, migration rates are high, or women 
spend long periods of time at their par- 
ents home after childbirth, reports about 
a considerable number of events can only 
be obtained retrospectively. 



The classical approach of allocating 
collection costs between those associated 
with the number of clusters and those as- 
sociated with the number of elements does 
not really help to assess designs which 
have major differences subsequent to the 
data collection phase. 

6/ The major exception to this bleak 
picture is a paper by Louwes [5]. While 
Louves' paper deals with agricultural 
surveys in the European common market 
countries and is thus not directly rel- 
evant to the problem at hand, It does 
suggest a number of promising leads, one 
or two of which are used in this paper. 

7/ The basic monthly salary of the sur- 
vey interviewer, or its hourly equiv- 
alent, seems to be a very promising 
standard unit from which comprehensive 
cost function can be built, thus per- 
mitting the kind of cost comparison sug- 
gested in this section. 

This is almost certainly an overes- 
timate of the costs of a multi -round 
survey in that it assumes that data col- 
lection activities involve only recurring 
coats. However, the effect of this over- 
estimate on the cost comparison of a PGE 
study with a single- system survey may be 
at least partially offset by assuming 
Ca= as in equation 4. 

Of course, if sampling is not in- 
volved -- as is the case with a census or 
a national civil registration system -- 
no additional data collection costs are 
associated with increased geographical 
detail. 

10/ PGE studies and single- system esti- 
mates based on retrospective survey 
questions are not alone subject to sam- 
pling errors. It is often unrecognized 
that many forms of demographic analysis 
are also subject to the effect of sam- 
pling errors. For example, the para- 
meters used to enter stable population 
tables may be subject to sampling var- 
iability, implying a range of possible 
stable population estimates. 

ILL In this formulation, utility is con- 
sidered to be a joint function of the 
uses to which the estimates will be put 
and the effectiveness (in terms of the 
five criteria described in the paper) of 
the collection and estimation effort. 
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